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Notes From the Editor

Jonathan Nagler

University of California, Riverside

nagler@wizard.ucr.edu

This is my last issue as editor of TPM . It has an ar-
ticle by Frank Baumgartner, Bryan D. Jones, and Michael C.
MacLeod on how to conduct a large data gathering project.
This is one of the things that does not get taught, but
that alot of us want or need to know. There is also an
article by Sussane Lohmann on some practical, and theo-
retical, issues on how to conduct experiments. I'd like to
thank everyone who has contributed to TPM over the last
several issues. No doubt the new editors, John Londregan
(jbl@Finer.sscnet.ucla.edu) and Mohan Penubarti
(mohan@ucla.edu), will maintain TPM 's high standards. Fi-
nally, there is still space available for the short courses listed
at the end of this issue!
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Introduction

For the past �ve years, we have been involved in the
construction of a series of extremely large and, we hope,
high quality data sets that should be of interest to a wide
range of users in political science and public policy.* As we
will discuss in detail below, these are very large datasets, de-
signed to cover the universe of public actions in several areas:
hearings, stories about congressional activities in the Con-

gressional Quarterly Almanac, public laws, federal spend-
ing by function, and a sample of stories on all topics in the
New York Times Index. Each covers the entire post-war
period, and each is quite substantial by itself (our congres-
sional hearings dataset, for example, includes 70,000 records,
each of which includes 20 variables, and measures about 24
megs in a compressed Microsoft Access database �le). In
the process of trudging through these trenches over such a
long period, we have confronted a number of problems com-
mon to all those who work to create systematic and reliable
indicators from publicly available data sources. In what fol-
lows, we give some background into what led us into this

1Research was supported by National Science Founda-

tion grant # SBR-9320922 and by the Department of Po-

litical Science at Texas A&M University.



The Political Methodologist, vol. 8, no. 2 2

project, what we were looking for, and we proceed with a
number of lessons. A few of these lessons are mentioned
in research design and methodology texts of which we are
aware, but most seem to be the type of thing that may dis-
tinguish those who have been around the block a few times
from those who have not.

We begin with a review of why we got into the
project, a combination of our own interests and our desire
to review publicly available records and to create a series
of datasets that would be of interest to and be used by a
wide range of users. We describe the nature, scope, and
content of the �ve datasets, before moving on to a series
of lessons having to do with how one ensures high quality
in such a large project. First, we focus on distinguishing
between those variables that are problematic to code from
those that are straightforward. This determines the degree
of oversight and reliability checking that must be invested.
Second, we note the importance of admitting defeat: If it
becomes clear that a variable has serious problems of reliabil-
ity, and if this cannot be resolved with available resources,
there is little merit in publishing the variable. We discuss
how we came to admit defeat in a few areas of our project.
We then consider some important software and data man-
agement lessons that we learned, in particular the impor-
tance of exible data entry forms that allow coders to note
any problems or ambiguities that they encounter as they
run across them. This allows supervisors to identify problem
cases and to resolve the di�culties systematically. It also al-
lows successive waves of oversight to take place "upstream"
from the original data entry, a process that ensures that the
most problematic variables are scoured many times for po-
tential reliability problems while others can be reviewed fewer
times. We discuss the importance of oversight and creating
an atmosphere of problem-solving among the project sta�;
of monitoring progress and di�culties as the project goes on
so that one can ensure that resources are devoted to those
areas that need them; how one can build in exibility to the
coding schemes so that the datasets will be useful to the
broadest possible set of users; and, �nally, how important
it is to structure work on such a large project so that each
sta� member gains valuable lessons from the work.

Background and Goals

In 1989 two of us began collecting data in earnest for
what became Agendas and Instability in American Poli-

tics. We noted that one could collect large amounts of
data over long periods of time by using historical records
such as congressional abstracts and media indices. Using
simple spreadsheets, we had coders read hearings, for exam-
ple, typing into the spreadsheet simple identifying material
(date, CIS source code, committee name, title of hearing) as
well as a short description of the hearing. From this initial
data entry, which could be done by students who did not

need extensive training, we could have more highly trained
coders note whether the general topic of the hearing was
favorable or negative towards the industry in question, or
whether this tone could not be discerned. The coding of
these tones proved to be surprisingly reliable and simple
to perform. Further, the technique of having "front-line"
coders in the library with portable computers entering data
from these sources meant that their work could be super-
vised from a distance and that subsequent coding could be
done from the spreadsheets and the short descriptions of the
hearings that they typed in, rather than from the hearings
themselves. This labor saving procedure meant that if we
trained a small number of people to understand our coding
processes in great detail, we could have a larger number of
coders who would not need to be as extensively trained, and
whose work would not involve making any sort of compli-
cated coding decisions.

Using very simple spreadsheets, we coded thousands
of congressional hearings, Readers' Guide entries, and New
York Times Index summaries. By collecting a small amount
of information from each of these sources, we were able to
cover a long historical period, noting sometimes some sur-
prisingly quick changes in tone and coverage of media and
congressional attention. The key methodological innovation
was the application of very simple coding rules combined
with a coding mechanism that allowed many data entry per-
sonnel to be backed up and supervised by a much smaller
number of more highly trained coders. This allowed reliabil-
ity to be much higher than we could have achieved if each
coder had worked independently.

At the completion of this project, we recognized that
these methods could potentially be further re�ned and ap-
plied to a much larger research project: To code and to make
available the entire public record from a number of sources,
as described below. We had our own theoretical reasons for
investigating government actions on a global scale, but we
also expected that a broader group of scholars would �nd
the resulting data sets to be of use. We proposed to the
National Science Foundation the construction of a series of
�ve linked data sets, each covering the entire post-war pe-
riod. Now that the project is complete, we o�er some lessons
here.

The Datasets

The Policy Agendas Project involves the creation of
�ve related databases as described in Table 1. The datasets
include all congressional hearings, all public laws, all CQ sto-
ries, the complete federal budget by subfunction, and a sam-
ple of the New York Times Index for the post-war period.
(We sample the Times because the census of all stories in
the period would number in the millions.) The congressional
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hearings, CQ stories, and federal budget datasets are cur-
rently available. For these datasets and a complete descrip-
tion of the variables included in each, see our project web site
at http://weber.u.washington.edu/ ampol/agendasproject.html.
The other datasets will be available by July 1998.

Table 1. Summary of Data Sets

Data Set/ Source/ No. of Cases/
Period Covered Unit of Analysis No. of Vars.

Congressional CIS Abstracts/ 74,000/
Hearings/ Hearing 20
1946-1994

Public Laws/ CQ Almanac, 16,300/
1948-1994 Appendix listing 17

all public laws/
Public Law

Congressional CQ Almanac/ 12,600/
Quarterly Story 37
Almanac/
1948-1994

Budget/ Budget of the 51/
1947-1994 United States 75

(annual)/
OMB subfunction

New York Times New York Times 45,000/
Index/ Index (annual)/ 20
1947-1994 Story abstracts

Four of the datasets have a common topic code that
can be used to assess institutional attention to issues across
the di�erent archival source (links between the budget and
the other data sets are incomplete because of the OMB
classi�cation schemes, as noted below). This is perhaps one
of the most innovative and useful features of this project, so
we devote considerable attention to it. Table 2 provides a
list of the major topics used in these datasets.

Within each major topic, there are number of subtopic
divisions. Thus analysis can be conducted on both a rela-
tively high level of aggregation and a lower, more speci�c,
level of aggregation. The topic code consists of four dig-
its: the �rst two digits refer to the major topic and the
last two refer to the subtopic. Table 3 gives an example of
the subtopics for one of our major topic areas, heath care.
Across all of our topic areas, there are about 225 subtopic
codes.

Table 2. Major Topic Codes

1 Macroeconomics
2 Civil Rights, Minority Issues,

and Civil Liberties
3 Health
4 Agriculture
5 Labor, Employment, and Immigration
6 Education
7 Environment
8 Energy
10 Transportation
12 Law, Crime, and Family Issues
13 Social Welfare
14 Community Development and Housing Issues
15 Banking, Finance, and Domestic Commerce
16 Defense
17 Space, Science, Technology,

and Communications
18 Foreign Trade
19 International A�airs and Foreign Aid
20 Government Operations
21 Public Lands and Water Management
23* Culture, Entertainment, Miscellaneous
24* State and Local Government Activities

*Note: Topics 23 and 24 are used only in the New York

Times dataset.

Table 3. Health Subtopics

300 General (includes combinations of multiple
subtopics)

301 Health Care Reform, Health Care Costs,
Insurance Costs and Availability

303 Medicare and Medicaid
306 Regulation of Prescription Drugs, Medical

Devices, and Medical Procedures
307 Health Facilities Construction and Regulation,

Public Health Service Issues
309 Mental Illness and Mental Retardation
310 Medical Fraud, Malpractice, and Physician

Licensing Requirements
311 Elderly Health Issues
312 Infants, Children, and Immunization
313 Health Manpower Needs and Training Programs
315 Military Health Care
332 Alcohol Abuse and Treatment
333 Tobacco Abuse, Treatment, and Education
334 Illegal Drug Abuse, Treatment, and Education
349 Speci�c Diseases
398 Research and Development
399 Other

All of the datasets are coded consistently by topic
or by subtopic, with two exceptions: The budget data set is
coded by 72 OMB subfunctions, and these do not match our
topic coding system completely; and the New York Times
data are coded only by major topic, not by subtopic (see the
section below entitled "Admitting Defeat").



The Political Methodologist, vol. 8, no. 2 4

More important than our coding system to many
users may be the fact that our procedures for coding re-
lied on the inclusion of a textual summary variable in which
we typed in a short description of each story, hearing, law,
or abstract. We used these summaries to code each item
according to our scheme, but other users might well prefer
to recode our datasets according to their own needs. One
of the main reasons we included the textual summary, as
mentioned above, was to allow us to separate the data en-
try process from the coding process so that we could have
a smaller number of highly trained coders to memorize our
complicated coding scheme. However for the user commu-
nity this also provides some dramatic bene�ts in terms of
exibility. Table 4 provides examples of records for a health
subtopic from each of the datasets.

Our datasets combine a set of complicated topic codes
with a textual summary that should make them usable to a
broader audience. Further, this additional exibility actually
facilitated, rather than hindered, the process of coding.

A Hierarchy of Hassle

Our main concern was to insure that whatever infor-
mation we included in our data sets was accurate. Over
the �ve years we worked on the project we have super-
vised dozens of students, both undergraduates and gradu-
ates. Some worked for us for years; others only for a semester
or two. Some became intimately involved in the project, co-
authoring articles using the data, writing dissertations re-
lated to the project, and knowing parts of it in great detail.
Others became only marginally involved by working only on
the front-line data entry. Just as we had a range of students
with di�ering levels of involvement, so we also found that
some parts of the project were trivial to oversee but that
others required extensive training and checking for accuracy
and reliability. We have come to think of this as the "hi-
erarchy of hassle." Some variables were no hassle; others
required a lot of work.

At the top of our hierarchy of hassles was the topic
coding system used to link the datasets. Our initial con-
cern involved developing a topic coding system that was
exible enough to allow meaningful comparisons across the
archival sources. We attempted to develop a system of as-
signing topic and subtopic codes that avoids the assignment
of thousands of distinct codes that would make analysis im-
possible, at the same time as we have tried to avoid the
creation of so few topic codes that they might be home to
too diverse a selection of entries. The trade-o�, then, is
between heterogeneity of topic categories on the one hand,
and the multiplication of thousands of code categories, each
of which might have so few entries that no analysis at that
level of speci�city would be possible. The other requirement,

of course, is that the codes be clear enough that reliability
be maintained.

Table 4. Selected Textual Summaries
from Four Data Sets

Topic Entry Summary
Code

Hearings

301 Federal health care spending
301 Health care reform and the role of medical

technologies
301 Health maintenance organizations and

hospitals providing managed health care
301 Health care access problems of disadvantaged

and minority persons
301 Hospital �nancial practices and issues

CQ Stories

301 Minority health: a non-controversial draft
bill to authorize at least $144 million in
�scal 1994 to improve the health of minorities

301 Alternative health-care proposals: alternative
plans made by Congress as opposed to the
Clinton plan

301 Health care debate takes o�: Congress gets up
to speed on the complex economics and policies
driving the US health care system

301 Health care program with included tax increase
on the wealthy

301 Health care reform bill to impose national limits
on health spending and expanded access to
health insurance for pregnant women, children
and those who worked for small businesses
Public Laws

301 Amend the Public Health Service Act to
provide an improvement in the health of
members of minority groups

301 Provide federal assistance in establishing and
expanding health maintenance organizations

301 Revise and extend the program for the
establishment and expansion of the health
maintenance organizations.

301 Enact the health maintenance organization
amendments of 1978
New York Times Index

3 Pres. Clinton's plan to save $35 billion from
Medicare over next four years

3 Column article on both governmental and
employers' long-term care policies and
state intervention

3 Cost of health services should be distributed
uniformly in all the states by �nancing it
nationally

3 Hillary Clinton will appear before �ve
committees of congress during hearings on
Admin's health care plan

3 Letter from Western Pennsylvania Blue Cross
executive o�cer explains how Penn. keeps
percentage of people without health insurance
under 10 percent

In coding over 70,000 congressional hearings by topic
area, we developed a system that allowed us to code each
item into one of 19 major topic codes and into 225 minor
subtopic codes, as described in Tables 2 and 3 above. This
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project started with congressional hearings, so we �rst de-
veloped our topic coding system on these data. Due to the
importance of the topic code and the potential for inter-
coder reliability problems because of the large number of
student workers and the complexity of the coding system,
we decided that two students would be responsible for all
topic assignments. To do this, we had the original coders
include a short description of each hearing in the dataset.
Then our two "expert topic coders" assigned topics based
on these descriptions. This greatly reduced the potential for
error and allowed us to recheck the codes later.

Once a few years of hearings were complete our two
experts began separately assigning topic codes to the same
entries. This served two purposes: (1) we assessed inter-
coder reliability; and, (2) we substantially revised and re�ned
our codebook. Each week, the two experts would code sev-
eral hundred hearings and then meet with Baumgartner or
Jones to resolve di�erences and amend the codebook. We
did not allow the coders to work on their own until relia-
bility scores were at or above 90% for the major topics and
70% for the subtopics. Over a period of two months we met
these goals. Over the �rst two years, our reliability scores
with new coders rose from 85 to 95% on the major topics
and from about 65 to 85 or 90% on the subtopics, based on
periodic tests of 100 cases.

Our preliminary checks on reliability were used only
as a means of assessing when a coder could begin to work
in earnest. Our data cleaning procedures insured that each
variable toward the peak of the hierarchy of hassle would
be reviewed many times before the data sets were released;
those at the low end (for example, those items that were
simply recorded verbatim, such as dates) were reviewed only
twice for the most part. In the case of the topic codes, peri-
odic reliability checks combined with weekly meetings led to
continual revisions of the codebook. After 10,000 hearings
were complete, they were sorted by topic and the reviewers
checked the entries to insure that they were correct and to
make updates consistent with revisions. Here, problematic
subtopics were excluded and several of the major topics were
combined (e.g., Law and Crime was combined with Family
Issues; and, Illegal Narcotics was divided into Health and
Law and Crime).

At this point several problem areas remained. Cer-
tain groups often mentioned in congressional hearings, such
as the elderly and veterans, were very di�cult to code be-
cause of overlap between social classi�cation and substan-
tive topic (here we wished that we had allowed for two topic
codes-see discussion below). We decided to include separate
subtopics for each of these groups in di�erent substantive ar-
eas. For example, there are subtopic codes for the elderly
in civil rights, health, social welfare, and housing. Veterans'
issues were divided between health, housing, and defense.

This allows scholars studying the elderly or veterans issues
to simply combine each of these subtopics for analysis. In
sum, we faced a dilemma about priorities: Is a hearing about
health care for the elderly properly coded as health care, or
as elderly issues? Is veterans' education bene�ts a military
issue or an education issue? We resolved these issues by
creating a subtopic code for each such potentially confusing
category. We code elderly health care issues under the major
topic of health care, but it is trivial for another analyst to
recombine our subtopic codes to conform to whatever logic
they might like. In this way, our four-digit subtopic coding
serves our purposes, but we think that the speci�city of the
225 subtopics is great enough to allow subsequent users to
recombine them in almost any way. (Further, because we in-
clude a textual summary of each entry in all of our data sets,
subsequent users can create even �ner classi�cation schemes
than we use: they merely start out with our subtopics that
include the narrow range of issues they are interested in,
then read through our summaries to extract and recode any
particular entries of interest.)

The other major problem involved dealing with about
5-10% of the cases that seemed to include two distinct major
topics. In our coding for Agendas and Instability we allowed
for up to �ve topic codes for each hearing. We found that
the vast majority of hearings could be identi�ed with only a
single topic identi�er (over 90 percent), and the results of
any analysis conducted on only the �rst topic code di�ered
only slightly from those that we conducted on all �ve possi-
ble topic entries. Based on this experience, we streamlined
the data collection in this project to allow for only a single
topic descriptor for each hearing. Here we simply imposed a
rule stating that these cases should be coded under the topic
code that came �rst in our topic coding system. We also
found that many of the hearings discuss several subtopics
within a major topic area, but this problem was easily han-
dled by noting a special subtopic code, indicating \general,
or several subtopics discussed."

Still, scholars might argue that we have lost a sub-
stantial amount of information by forcing some records into
a single topic. We got into a rather heated debate over this
problem while presenting a conference paper on the con-
gressional hearings data. One scholar rightfully noted that
some topics such as environment, energy, and health care
are more likely to include multiple dimensions of debate,
and thus might require more than one topic code. Again,
our solution to this potential problem was to include a short
written description of each record in each dataset next to the
topic code. Thus users not only have the option of sorting
the dataset by subtopic to verify the accuracy of our topic
coding, but also they can recode the entries using multiple
topic codes for each record. We felt that this approach al-
lowed us to accomplish our goals, while at the same time
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preserving as much information as possible for use by oth-
ers. This exibility is important in maintaining the historical
value of the dataset and in insuring that it may be useful to
di�erent end-users.

After all hearings were coded, and after continual
weekly meetings, the two senior project leaders and the two
expert coders reviewed all 70,000 topic entries. We sorted
the hearings by subtopic (so that all the hearings coded as
being in the same subtopic category would be listed in order)
and we painstakingly compared the short description of each
entry to the topic code. In this way we checked for errors
and made some last minute changes to ensure that each
subtopic was relatively homogeneous. Because we had the
summary descriptions in the data sets as well as the numeric
codes, we could use the data base software to print out
the records in sorted order and to revise our topic coding
when we saw discrepancies. In this way, we revised our topic
coding continually during the �rst months of the project,
then checked it through completely for consistency at the
end. Further, we made sure to revise the printed codebook
so that it reected the changes as we made them. Needless
to say, this took over 5 months and all required bifocals
after the experience. (When we repeated these procedures
for the data sets to come on line later, Jones had moved to
another university, so Baumgartner and MacLeod had the
exclusive privilege of reading each public law entry, each
story in the CQ Almanac, and each New York Times story
in our sample.)

We used the same topic coding system for public laws
and CQ stories abstracts as we developed for the congres-
sional hearings. Inevitably, because public laws tend to be
more general than hearings, we made more use of the "gen-
eral" subtopic within each major topic area in these data sets
than we did in our data set on congressional hearings. In
terms of the 19 major areas of public policy that we code, our
data on public laws and CQ stories are consistently coded
with inter-coder reliability scores of 96%; for the subtopic
codes, reliabilities are above 90%. After coding over 28,000
cases from 46 annual editions of the CQ Almanacs (and
70,000 hearings in a previous project), we are con�dent that
our topic and subtopic codes produce useful and homoge-
neous groupings.

Another variable towards the peak of our hierarchy of
hassle was the committee and subcommittee code. There
are no theoretical issues here, only a logistical nightmare
stemming from the fact that Congress often reorganizes the
subcommittee structure. In order to trace the ow of issues
through committees and subcommittees over time, we had
to account for the periodic reorganizations and continual
subcommittee name changes. Unlike congressional com-
mittees, there is no source that documents subcommittee
changes over time. Congressional Quarterly Almanacs and

Congressional Sta� Directories were used to track name
changes and dates of activity for subcommittees. These
materials provide yearly lists of subcommittee names and
their members. Subcommittee name changes were matched
through time by comparing the membership lists of each
subcommittee from year to year, a rather formidable task
considering that our codebook contains nearly 1000 subcom-
mittees. In some cases it was clear from the membership lists
that an existing subcommittee had simply changed its name,
in other cases it was unclear. If we could not determine that
a subcommittee was new or an existing subcommittee that
had been renamed, we simply treated the subcommittee as
new by assigning it a new code.

Despite our e�orts, there were inevitable discrepan-
cies between our codebook and the subcommittee names
listed in the CIS hearing abstracts. If our coders could not
�nd the subcommittee name listed in the abstract in our
codebook, they were instructed to assign a new code to
it and then to write it in the codebook. Codebooks were
turned into the hearings project manager at the end of each
completed volume. The project manager then updated the
codebooks and redistributed them. At the completion of the
project, a massive set of crosstabs (subcommittees by year)
were run to check for errors. Here we looked for subcom-
mittee numbers that did not exist in our codebook and for
subcommittees that held hearings more than several years
apart. Using this procedure we identi�ed about 6000 hear-
ings that needed to be checked. We assigned a single person
to go back to the original abstracts and verify that the sub-
committee number matched the name in the abstract. This
procedure resulted in some minor adjustments to the data
and codebook. In hindsight, we think that it might have
been easier to have the coder type in the name of the sub-
committee rather than assigning a new code. The project
manager would then review each year and assign the new
codes.

While the subcommittees and the subtopics were very
time consuming and required extensive checking for accu-
racy, the vast bulk of the data collected in our datasets were
extremely straightforward to code. Our web site includes a
list of all the variables for each of our data sets. Besides the
textual summaries that should be of use to others, we also
were careful to include complete identi�cation for each en-
try so that any user wishing to go into more detail than we
did from the original data sources can located the records.
Further, we note a number of yes/no variables that were
trivial to collect once our coders had read the story, de-
scription, or abstract. Examples of this are whether a New

York Times story mentions anything about: the President;
Congress; state and local government actions; courts; elec-
tions and campaigns; etc. Our hierarchy of hassle had a
few complicated items towards the top, requiring extensive
project resources to get right, but it also include a broad
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base of information for which we had very little di�culty in
maintaining accuracy.

Admitting Defeat

From the outset, we decided to exclude variables un-
less we could guarantee a high level of reliability. Rather
than include in our data sets any variables that we were not
con�dent of, we found in a few cases that we simply had
to admit defeat. Given Jones' background and interest in
urban studies we originally included a variable in the hear-
ings dataset that was designed to let us identify all hearings
that involved urban issues. At �rst, we developed a list
of keywords (e.g., community development, mass transit,
homelessness, etc.) that coders could use to identify these
hearings in order to reduce reliability problems. While this
worked well, we soon discovered that the list led to mas-
sive reliability errors that made us suspect the validity of
the measure. After months of project meetings in which we
asked each coder whether they would code certain cases as
mentioning urban issues, we �nally decided that there was
indeed no systematic and reliable way to make this distinc-
tion, and we reluctantly deleted the variable. It just didn't
work.

A similar problem arose with a variable in the New

York Times dataset designed to capture articles that dealt
with a social category. We originally wanted to be able to
analyze stories by social groupings, but it was often unclear
from the stories if the group mentioned belonged in this cat-
egory. It was clear enough if a story mentioned an organized
interest group (a variable that we do code), but we also
wanted to note if the story mentioned any social or demo-
graphic group such as the elderly, ethnic groups, or others.
To our dismay, we found that some coders understood this
di�erently than others and we were unable to write a sim-
ple rule that would have su�cient validity. We dropped the
variable.

Having started with the collection of congressional
hearings, then proceeding when that was nearly complete to
develop the CQ Stories, budget, and Public Laws data sets,
we came last to the New York Times. Where all the other
data sets concerned government action, of course media cov-
erage is much broader. Further, the subtopics discussed
even within the same major topics tend to be quite dis-
parate. Rather than stretch the de�nitions of our subtopics
so that they might mean di�erent things depending on the
data source, and rather than multiplying our subtopics to a
dizzying number, we simply decided not to code the media
data by subtopic at all.

Finally, we had hoped to link the budget data to
the other datasets using the same topic and subtopic codes.
Unfortunately, the O�ce of Management and Budget does
not think the same way we do. There are clearly a number

of cases (representing over half of the dollars in the federal
budget) where the OMB classi�cations correspond very well
with our major topics. However, in the areas where they do
not, we could not break apart their spending categories to
correspond perfectly with our subtopic codes. After spend-
ing two years on the creation of this data set alone, we �nally
decided to declare a partial victory and to move on to other
tasks. No amount of e�ort would have solved this prob-
lem completely, but our data sets still correspond in enough
cases to be useful.

Software and Data Management

As one can imagine when looking at the scope of
our project, one of our most pressing and constant concerns
was data management: insuring that we lost no data, that
we could distinguish between preliminary datasets that had
not yet been checked for errors and those that had, and the
like. Our data management problems grew as the project
progressed. Initially we coded congressional hearings in Mi-
crosoft Excel, but we quickly exceeded its sixteen-thousand
row capacity. We needed software with the ability to not only
manage thousands of records but also one with a strong an-
alytic capacity. Fortunately, we had a graduate student with
a great deal of software knowledge, and he suggested that
we try Microsoft Access. The learning curve was slow using
this software, but it served our immediate data management
needs because of its one-million-plus record capacity.

As our knowledge of this software progressed, it led to
important improvements in subsequent projects. When we
began coding CQ stories and public laws, we developed cus-
tomized coding forms in Access that greatly reduce the po-
tential for error and also increased data entry speed. These
coding forms include the names of each variable and have a
space for entry. Coders tab through the form as each vari-
able is entered for a single record. Only one record at a time
is displayed. Categorical variables can have the acceptable
categories already available for the coder to choose. Di-
chotomous variables can be presented as check boxes with
a default of whichever is the most common choice.

These forms reduce errors on several fronts. First,
parameter values can be set for each variable. For example,
the acceptable values for the variable "year" were 1947 to
1993. Parameter values can also be set to text or number.
When an incorrect entry occurs, Access generates an error
message that prompts the coder to �x the entry before he
can proceed to the next variable. The time spent �xing
errors was greatly reduced using this system. Second, from
a data security standpoint, coders do not have access to the
original �le that contains the data. Coders open the �le and
the form appears showing the last record entered. Coders
enter one record at time, and once entered, the data are in a
table that only the project manager can access for revisions.
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Another important feature of Access is that it allows
us to link and analyze multiple datasets. By creating an Ac-
cess database including tables with data for the hearings, CQ
stories, public laws, and New York Times stories, we were
able to run analysis on the number of records by topic for
each data source. Access allows users to run analysis on two
or more datasets as long as there is at least a single variable
in common. Several graduate students on the project used
some of the congressional hearing data that had been com-
piled and added witness information. This is di�cult from a
data management standpoint because it involves two di�er-
ent units of analysis (hearings and witnesses). This problem
is easy to handle in Access by including a common variable
in each dataset. In this case, the common variable was the
CIS hearing number and this was used to link the datasets
for analysis.

We instituted several programs for data backup. First,
we worked with our department computer specialist to set
up our own network server. We purchased a large hard disk
that was devoted to project data. All faculty and students
on the project had access to this server, but it was not avail-
able to others outside the project. MacLeod was primarily
responsible for ensuring that the data were backed up on a
weekly basis using tape back ups and eventually switching
to a Zip and a Jazz drive as technology progressed. Jones
forced MacLeod to sleep with tapes under his pillow at night
for safekeeping. Data were also backed up on a hard drive
of one of the project computers. Thus we always had two
backups of the network drive, one in the department and one
outside the department in case of some catastrophic event.
With the release of the data, we have it simultaneously in
many locations. Of course, we keep all the preliminary �les
used for data entry until after we are certain that they have
been merged with subsequent �les successfully.

What Problems Did You Encounter This
Week?

One of our most important procedures was a manda-
tory weekly project meeting to assess progress and to discuss
coding problems. Key to this was a software innovation in
which we included, as the last variable for each entry, a
255-character "Notes" variable. Here, coders would write in
any questions or problems and then we would either discuss
and resolve these problems at the weekly meetings, or, af-
ter completion, a department head would sort the dataset
by notes and try to �x the problems. Particularly problem-
atic entries were �nally solved by MacLeod, Baumgartner,
or Jones. Notes were very detailed and, in most cases, ques-
tions could be resolved without referring back to the original
entry. As coders submitted their work to their project man-
ager, this person could quickly scan the notes to see where
any problems occurred. Those that could not be quickly
resolved formed the subject of the weekly meetings.

How Much Progress Did You Make This
Week?

Baumgartner continually annoyed all involved in this
project by constantly worrying that available resources would
lead us to four or �ve incomplete data sets, of value to no
one. Measuring the pace of work as it is being accomplished
is no fun, but it can help ensure that resources are being al-
located where they are needed. We focused on two elements
here: Ensuring that no particular variables were requiring so
much coding time that their inclusion was slowing down the
project unacceptably (and, we noted, those that take a long
time are usually the ones with the unacceptably low reliabil-
ity scores); and adjusting the sampling rates for the one data
set where we did a sample rather than a census. Keeping
good track of progress was necessary also as we calculated
how many sta� we needed for initial data entry versus cod-
ing, merging, and other "back o�ce" tasks. In any case, it
was essential to our successful completion of �ve large data
sets.

Encouraging Secondary Use of the Data

We worked carefully to ensure that our data sets
would be of use to ourselves, but we also wanted to make
them of use to the broadest possible set of secondary users.
In addition to the summary text forms and the inclusion of
all necessary identi�cation material so that a user can look
up each case in the original data source, as we discussed
above, we have worked to ensure extensive documentation
of all the data sources and lately we have been working on
the development of an extensive and growing web site for
the distribution of the data. As more and more scholars take
advantage of the ability to collect large data resources, we
each have an obligation and an interest in promoting the
sharing and wide use of the data.

As we were dependent on published sources for our
data, users need to know the aws as well as the merits of
these data sources. Since we were the ones who became
most familiar with the primary source, we should explain to
subsequent users the potential problems with their use. One
thing we noted in general involved the diminishing quality
of the archival data back through time. CIS hearing ab-
stracts and the New York Times abstracts presented par-
ticular problems. From 1947 to 1969, both these sources
include much less substantive information. Most of the en-
tries only included keywords. This had an impact on several
of the variables in our datasets. Variables designed to al-
low us to identify hearings that involved new agencies, new
programs, and whether the administration was involved are
coded as missing data from 1947 to 1969 because the pub-
lished record was not su�ciently detailed.

The congressional hearings data set posed another
problem having to do with \unpublished" hearings held in
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executive session. These hearings were not published with
the annual volumes, but CIS has published thousands of
them in subsequent years, in special volumes. This process
is not complete; several thousands additional hearings are
likely to be published in the future as CIS continues its pro-
cess of releasing this large backlog. We explain these details
in our web site; the general point is that users should become
familiar with the datasets they are analyzing even if they did
not gather the data themselves. We suspect that many of
the most innovative and e�ective uses of our data sets will
come from those users who use some elements of our data to
save themselves from replicating our e�orts, but who add to
these variables a range of new items. For example, several of
our students have written papers or dissertations isolating a
single policy area or issue for more intensive analysis. Start-
ing with our data sets, they can select out all hearings, laws,
etc. on whatever topic interests them, and they can go back
to the source materials to gather more information, allowing
them to construct a more complete legislative history or a
more detailed chronology or adding an analysis of roll-call
votes where they were able to isolate the key pieces of legis-
lation from our larger data sets. In sum, these data should
be of use to many, but they should be seen also as only part
of a picture to which users will add their own touches.

Specialization, Motivation and Incentives

As the project progressed we jokingly noted how bu-
reaucratized it had become. Baumgartner and Jones formed
the top of the bureaucratic hierarchy, while senior graduate
students were in charge of separate departments and each
had their own sta�. In this way, each department head be-
came an expert in their respective areas: Each was responsi-
ble for progress reports, coder training, intercoder reliability,
and data review and management. Within each department
there were specialists as well. Some of the students just
coded information, while others reviewed completed work for
errors. These reviewers typically developed expertise in sev-
eral variables. This hierarchy was also useful for data clean-
ing, checking for errors, and the like. Some variables required
little review and so were checked by front line coders; those
that required greater oversight were reviewed by variable ex-
perts and the department heads. Problems were referred to
MacLeod and items that he could not solve were kicked up
to Baumgartner and Jones. In this way, we ensured that im-
portant variables received several layers of review, while at
the same time not burdening project heads with unnecessary
work.

Assignments largely had to do with student inter-
ests and capabilities. Each project manager was assigned
on the basis of their research interests, software knowledge,
and their seniority. E�orts were made to match individ-
ual research interests with work on the project. Motivations
and incentives for students varied greatly. Graduate students

with related research interests were allowed to use the project
data in their own conference papers, journal articles, and dis-
sertations. Seven of the graduate students used project data
in their dissertations supplemented with original data collec-
tion e�orts of their own. Six graduate students were co-
authors on conference papers, three graduate students were
co-authors on journal articles, and one published a single
author article using project data (several other manuscripts
with graduate students are under currently under review or
in preparation). For these students the experience was ideal,
but for others the experience was less than exhilarating.

This project involved rather monotonous coding, and
graduate students without speci�c research interests related
to the project data found the work rather boring. Inevitable
complaints arose about the boredom, but most of these stu-
dents continued to work on the project because of the exi-
bility of the work schedule, the consistency of the tasks, and
access to project computers. Typically, research assignments
at Texas A&M involve variable duties, lots of contact with
professors, and some of the research required is very com-
plex; at times, it was beyond the capabilities of some of the
students that we employed. Once our coders were trained,
they were allowed to work independently in the library on
their own schedule. We reserved a room in the library and
equipped it with a desktop and a laptop computer for their
use. They were only required to attend a weekly project
meeting to turn in the data that they had collected and to
discuss problems. In addition, graduate students had access
to project computers, usually the most advanced computers
in the department, for their personal work. Most of these
graduate students stayed with the project for these reasons,
but a few asked to be reassigned.

Undergraduate student workers were motivated by
money, letters of recommendation (most who worked for us
went on to graduate or professional school), and the oppor-
tunity to be involved in research; although we also found
that they enjoyed the social nature of the working environ-
ment. Most of the students were friends and worked in our
department lab. At times, they seemed to be spending as
much time on gossip as they did on work. However, they
turned out to be indispensable. One undergraduate worked
so hard that we nicknamed him the "rate buster" because
of his penchant for outworking and out performing most of
the graduate students. In addition, hiring undergraduate
workers was cost e�cient though they typically did not stay
with the project for as long as the graduate students. Most
were hired in NSF's Research Opportunities for Undergrad-
uates program. Finally, all of these students gained valuable
research experience and developed pro�ciency using several
types of software that they were able to put to good use in
graduate school.
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Finally, MacLeod notes that one of the most impor-
tant bene�ts for graduate students was the exposure to a
large research project. He and others on the project learned
about grant writing, the development of codebooks and cod-
ing procedures, student oversight and management, data
reliability and validity concerns, and data management and
analysis. This experience was invaluable to the graduate
students. It was used by some to apply for external dis-
sertation grants, and led to several large original data col-
lection e�orts by student for their dissertations. Jim True
used the budget data to study punctuated equilibria in the
federal budget; Je� Talbert used some of the congressional
hearings and added mark-up data to study the health care
policymaking; Doris McGonagle used congressional hearings
and added interest group testimony to study the social con-
struction of elderly policy; MacLeod is using some of the
congressional hearings and coded interest groups witnesses
to study rapid policy change (positive feedback) in telecom-
munications policy; Glen Krutz is using the statute data to
studying the rise and impact of the use of omnibus legisla-
tion. Most of these students used Microsoft Access for data
management, many developed their own coding forms, and
some hired student workers to code additional archival data
for their dissertations. Because of this experience, these
students are producing higher quality dissertations with a
greater potential for future publication, and they are bet-
ter prepared to conduct their own large projects as junior
professors.

Rational Choice in the Laboratory:

A Survivor's Guide to Experimen-

tal Design
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When we submit papers to refereed journals, we do
not generally report our research �ndings in the messy and
convoluted way we arrived at them. Formal theorists typ-
ically experiment with many di�erent combinations of as-
sumptions before they settle down on a speci�c formal model;
they do not always tell their readers which assumptions are
critical. Empiricists typically run many more regressions
than they document in their papers; their statistical tests
do not usually take into account the degrees of freedom
they de facto lose when they run any number of unsuccess-
ful regressions until they �nd a speci�cation that "works"
(yields coe�cients "signi�cantly di�erent from zero at stan-
dard levels of signi�cance"). Experimentalists typically run
pilot experiments to get rid of bugs in their experimental

design; on occasion, failed experiments are ex post declared
pilots. Computational social scientists run large numbers of
simulations, varying the parameters of the model until one
parameter constellation yields a pattern consistent with the
empirical data they are trying to match; they do not always
report on the robustness of their simulation results.

To some degree, these behaviors are unethical, to
some degree, they are a normal and unavoidable part of
doing science (Latour, 1987). As a practical matter, even a
scientist who has the desire to be honest cannot document
everything she did in excruciating detail: instead of writing
a thirty-page research paper, she would end up writing a
10,000-page book that is unreadable and unpublishable (and
even then she would fail to document literally everything).

Some of the information that allows scholars to un-
derstand, replicate, and build on each others' �ndings is
communicated not as part of peer-reviewed publications but
in verbal and electronic mail exchanges, in workshops, con-
ferences, and internet discussion groups. This article is
meant to serve a function somewhere between a eeting
and tentative verbal communication, on the one hand, and
a de�nitive article published in a refereed journal, on the
other.

I report how I came to test my theory of dynamic
informational cascades experimentally; what went wrong;
what went right; and why. I believe that the tools com-
ing out of experimental economics have enormous potential
for testing rational choice theories in political science. My
goal is to give other formal theorists a sense of the prac-
tical problems and judgment calls involved. In the limited
space available, I obviously cannot do a complete or system-
atic job. At the end of this article, I provide a list of useful
background readings for those who want to know more.

About two years ago, I started out with the expecta-
tion that experiments would allow me to test my theory of
dynamic informational cascades without the clutter of real-
world confounding factors. I would gain control by designing
the monetary incentive structure faced by the participants
in my experiments so as to mirror the incentive structure
faced by the agents in my formal model. The participants
would respond to the monetary incentive structure and in
e�ect play "my game." I would then check whether the par-
ticipants' decision rules were consistent with the equilibrium
prescriptions of my model.

In hindsight, my expectation was naive. The partici-
pants in experiments are real human beings who reason and
act according to a logic that is at best loosely related to ra-
tional choice. It is impossible, I think, to design and run ex-
periments and get decent results without paying attention to
insights about human nature coming out of cognitive, social,
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and evolutionary psychology. As a result of running experi-
ments, I have come to the conclusion that rational choice is
a very impoverished theory of human behavior. (This con-
clusion is blindingly obvious in hindsight, but I guess we all
come indoctrinated out of graduate school.) I �nd myself
embracing the idea that we need to move beyond the rational
choice paradigm if we want to understand such diverse phe-
nomena as collective action, electoral competition, legisla-
tive norms and organization, bureaucratic decision-making,
international conict and cooperation, and so on.

The next section summarizes my theory of dynamic
informational cascades. The following section describes my
experimental design. I then discuss some of the judgment
calls I had to make in writing the experimental instructions,
executing the experiment, and interpreting the experimental
data. Finally, I discuss how we might move beyond the
rational choice paradigm, using laboratory experiments and
computational models to spell out systematically how and
why human beings deviate from the normative prescriptions
of game theory.

Theory of Dynamic Informational Cascades

My theory takes as a starting point a society facing a
collective decision between the status quo and an alternative.
The status quo is overturned if the number of people taking
costly action exceeds a critical threshold; if too many people
abstain, the status quo is maintained. Each individual has
some information (good or bad) about the status quo, and
she can choose to act or abstain in each period over the
course of multiple periods. An action serves two functions: it
may contribute towards overturning the status quo in a given
period, or it may signal the actor's information and inuence
other people's decisions to act or abstain in future periods.
People rationally take informational cues from the aggregate
number of people taking action. A dynamic informational
cascade arises when the incentives to act uctuate across
people and over time so that information is extracted from
di�erent subsets of the population over time. This process of
information aggregation is shaped by incentive-compatibility
constraints arising from conicts of interest across people
and the free-rider problem of collective action.

In earlier work, I use my theory to analyze the "Mon-
day demonstrations" in Leipzig, East Germany, which played
a critical role in the East German revolution of 1989 (Lohmann,
1994). I am now extending the theory to analyze demon-
strations, emigration, public opinion polls, and elections in
the German Democratic Republic, during the East German
revolution, and in post-uni�cation East Germany (Lohmann,
Work in Progress).

Real-world data allow me to discriminate between
my model and competing models to some degree, but a

de�nitive test remains elusive. The data are driven by an
uncountable number of factors that are neglected or kept
constant in my model. This is, of course, a generic problem:
by their very nature, formal models abstract from the real
world. But my philosophy of "fat-free modeling" { the idea
that a model should be stripped down to the point where a
result of interest is generated by a set of minimally sparse
assumptions { makes my work especially susceptible to the
accusation that it is not empirically descriptive.

For example, in my model the cost of collective ac-
tion is assumed to remain constant over the course of a
cascade. This assumption plays an important role for the
interpretation of my theoretical results. The herding e�ects
in my model are endogenously driven by the revelation of
information through collective action over time. If I allowed
the cost of action to vary over time, then herding e�ects
would arise for "safety in numbers" reasons, and it would
be conceptually hard to disentangle the role of information
aggregation and of safety in numbers. In practice, of course,
the cost of collective action does change over time. It costs
more to turn out in a demonstration when it rains than when
the sun shines; it costs more to turn out if the incumbent
regime is known to admire the Chinese government's han-
dling of the Tienanmen Square protest than if the right to
free assembly is well-established and respected. The mis-
match between reality and the simplifying assumptions that
enter my theory obviously creates problems when I take my
theory to the data.

I turned to experiments with the expectation that
experimental data would allow me to avoid real-world com-
plications and make cleaner inferences. Even at the time,
it was clear to me that an experimental test of a theory
of collective action has natural limitations. As a practical
matter, I cannot pack huge numbers of people into a labo-
ratory. In the laboratory, my "small N" case involves three
people, my "large N" case, �fteen people, with N standing
for the number of people who have stakes in the collective
enterprise. There is some question whether the experimen-
tal results for N = 3 and N = 15 carry over to thousands,
tens of thousands, or even hundreds of thousands of peo-
ple participating in mass action in the real world. Here, my
expectation was that real-world and experimental evidence
would complement each other, with real-world data su�er-
ing under a lack of internal validity (do the data allow us
to disentangle whether the model is correct?), experimen-
tal data under a lack of external validity (do the inferences
we draw from experimental data generalize to �eld data?).
Together, I thought, these two types of evidence would al-
low me to make a strong case for (or, as the case may be,
against) my theory of dynamic informational cascades.
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Laboratory Experiments

Between February and May 1997, I ran nine exper-
iments testing my theory of dynamic informational cascades.
In four experiments (3/3/97, 3/10/97, 4/11/97, and 4/29/97),
�fteen participants formed one �fteen-person group; in an-
other four experiments (2/3/97, 2/24/97, 4/25/97, and
5/16/97), �fteen participants formed �ve three-person groups;
in one in-class experiment (5/22/97), over one hundred par-
ticipants formed one group. The participants consisted pri-
marily of UCLA undergraduates.

Here is the description of a typical N = 15 experiment
(4/29/97). The experiment runs over ten rounds, with each
round consisting of �ve periods. Each round starts with the
public toss of a (real) coin that selects one of two urns. One
urn contains two green chips and one white chip (GGW), the
other urn, two white chips and one green chip (WWG). The
two urns are identical when viewed from the outside so that
noone (including the experimenter) can see which urn was
choosen. Each participant draws one chip from the chosen
urn and privately observes the color of the chip. Then, in the
�rst period, each participant hands in an anonymous ballot
indicating whether she is casting a costly vote or abstaining.
One (randomly selected) participant adds up the ballots and
publicly announces the total number of votes. If at least
eight participants cast costly votes, the status quo is over-
turned, and the round ends. Otherwise the round continues
with the second period. The play of the game in the �rst
period is repeated up to �ve times. If the status quo is not
overturned by the end of the �fth period, then the round
ends with the status quo being maintained. At the end of
the round, the chosen urn is opened, and all participants can
see whether it is the GGW urn or the WWG urn.

In each round, each participant can get a payo�
ranging from zero dollars to $1.50. If the status quo is
maintained, then each participant receives one dollar if the
GGW urn was chosen by the toss of the coin, zero dollars
if the WWG urn was chosen. If the status quo is over-
turned, then each participant receives an individual-speci�c
alternative payo�: one participant receives 25 cents, the
second, 30 cents, the third, 35 cents, and so on, with the
�fteenth participant receiving 95 cents. (The distribution of
individual-speci�c alternative payo�s is publicly established
at the beginning of the experiment, with each individual's
stake remaining private, and it remains �xed throughout the
experiment.) Moreover, at the beginning of each round,
each participant receives �ve voting coupons worth 10 cents
each; each time she votes, she has to give up one voting
coupon. If she has voting coupons left over at the end of
the round, she can exchange them for their cash value. Thus,
by abstaining, each participant can make up to 50 cents per
round.

The experimental design captures the essential fea-
tures of my theory: (1) people have private information
about a common value; (2) people have di�erent stakes in
the status quo relative to the alternative; (3) costly collec-
tive action is beset by a free rider problem; (4) individual
actions and abstentions are anonymous, and only the aggre-
gate number of actions and abstentions is public informa-
tion.

For the special case of N = 3, my model makes point
predictions about people's inclination to take costly action
as a function of their private information, their individual-
speci�c stakes in the status quo relative to the alternative,
and the aggregate number of actions observed in previous
periods (Lohmann, 1997a, Forthcoming). For the special
case of N = 15, a closed-form solution is not available,
but my theory places qualitative restrictions on the data
(Lohmann, 1997b). My model, like any signaling model, is
beset by the problem of multiple equilibria. It assumes, like
any game-theoretic model that gives rise to multiple equilib-
ria, that people magically coordinate on one equilibrium; it
does not say how agents deal with or overcome the problem
of strategic uncertainty (which equilibrium will be played?).

Judgment Calls

I now discuss some of the judgment calls I had to
make in designing the experiment. The �rst step in running
a game-theoretic experiment is to get cash. It is standard in
experimental economics to attract student participants with
the prospect of making money and to impose a monetary in-
centive structure that mirrors the incentive structure of the
game-theoretic model. By way of contrast, psychologists
often encourage (force?) students to participate in experi-
ments by making participation a class requirement, and they
expect the participants to follow their instructions in the ab-
sence of explicit monetary incentives. The approaches taken
by economists and psychologies each have their upsides and
downsides, and it exceeds the scope of this article to discuss
the trade-o�s in any detail. Let me spell out one exam-
ple of the kinds of considerations "outside of rational choice
theory" an experimenter needs to keep in mind.

Rational choice theorists tend to emphasize the im-
portance of instrumental motives and formal incentives. Us-
ing money to motivate participants is considered uncontro-
versial. It is useful to keep in mind, however, that money
may not be neutral because it interacts in subtle ways with
noninstrumental motives and informal incentives. Suppose,
for example, that some percentage of the faculty in your de-
partment attends departmental meetings on a regular basis.
Now suppose one day the chair of your department decides
to encourage attendance by paying $100 per person and
meeting. Attendance does indeed pick up. One year later,
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the chair faces a budget crunch and is forced to end the pay-
ments. The question is what happens to attendance: will it
stay at the new level, drop to the earlier level, or drop below
the earlier level? I predict the latter. Before the chair reim-
bursed faculty for attending departmental meetings, faculty
attended for mixed reasons, only some of them instrumental:
to shape the future of the department, in response to group
pressures (there are social rewards for attendance, punish-
ments for non-attendance), and out of a sense of obligation.
By providing yet another, monetary, reason for attending de-
partmental meetings, the chair strengthened the incentives
to attend, but he or she may have inadvertently weakened
the group pressures enforcing attendance and undermined
the sense of obligation to attend.

The rational choice paradigm is largely blind to the
informal incentives shaping people's behavior, and it is out-
right hostile to the idea that people behave independently of
the incentives operating on them. Good experimental design
requires an open mind to subtle e�ects that arise outside of
the rational choice paradigm rather than a dogmatic mind
that seeks to ex post rationalize everything observable within
the paradigm.

The second step in running experiments is to recruit
participants. There is a vast literature on how to select or as-
sign participants "randomly" so as to avoid selection biases.
My sense is that experimental economists and experimental
psychologists (and their political science equivalents) have
di�erent attitudes towards the question of random assign-
ment. Experimental economists tend be rather cavalier, ex-
perimental psychologists prissy. The reason is, I think, that
the rational choice paradigm implicitly conceives of people
as being more or less identical in the sense that it expects
two human beings faced by the same incentive structure
to behave in the same way. There is nothing in conven-
tional rational choice theory suggesting that an Asian Amer-
ican woman and a white male will behave di�erently when
faced by the same monetary incentive structure. Because
the a priori expectation that race, gender, and other individ-
ual characteristics do not matter is so strong, experimental
economists rarely run surveys along with their experiments
(their disdain for the ill-de�ned incentive structure created
by the request to �ll out a survey questionnaire also en-
ters here). In contrast, psychologists have a view of human
nature by which people's behavior is driven by internal fac-
tors, many of which are shaped by personal characteristics
or individual-speci�c life experiences. Thus, psychologists
often ask batteries of questions that to an economist appear
totally irrelevant ("were your parents divorced?").

The third step in running experiments is to get a
room and equipment. Here the big question is whether to
use computers or to run the experiment by hand. Once
again, there are upsides and downsides either way, and I

don't have the space for a detailed discussion. Let me men-
tion a few considerations I believe are especially important.

A social scientist who is running experiments for the
�rst time should run them him- or herself by hand, that
is, not delegate the work to a research assistant and not
use computers. The details of what goes on during an ex-
periment cannot be exhaustively communicated in word or
writing; they must be experienced if they are to become part
of the experimenter's intuitive sense of what makes for good
experimental design. All of us have experienced the di�er-
ence between listening to an instructor telling us how to run
a regression analysis in principle and running a regression
analysis in practice. The di�erence between running an ex-
periment in principle and in practice is even greater because
an experiment has more moving parts, more uncontrollable
elements: human beings as opposed to data that just sits
quietly on a shelf. Running experiments requires practice
practice practice. In my opinion, it takes several thousand
dollars worth (more if anything) of failed experiments for an
experimenter to acquire the intuition and practice that will
allow him or her to gather decent data.

I continued to run my experiments by hand even after
I moved up on the learning curve for reasons that are idiosyn-
cratic to my theory. The agents in my model are "collectively
connected" in two ways. First, each agent has partial infor-
mation that is relevant to other agents' voting decisions.
Second, one agent cannot unilaterally overturn the status
quo; she needs other agents to go along. The informational
externality along with the collective nature of the voting de-
cision raises the possibility that my results are sensitive to
whether the experimental design is common knowledge {
does each participant understand the game she is playing,
and does each participant believe that all other participants
understand the game they are playing, and does each par-
ticipant believe that all other participants believe that all
participants understand the game they are playing, . . . ?

Because I was concerned about establishing common
knowledge, I conducted my experiments in a very transpar-
ent and public way. I designed the urns and chips so that all
participants could observe each other getting their private
information, with the information itself remaining private.
All aspects of the formal incentive structure of the game
were publicly observable or publicly veri�ed. Whether I truly
established common knowledge is not something that can be
known for sure. But my design compares favorably, I think,
with a computer design where a computer screen informs
the participants about their private information and about
the distribution from which other participants' private infor-
mation is drawn { but the participants cannot observe or
verify whether the computer is telling the truth. Granted, in
practice most participants will believe the computer, but in
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the case of my theory, the issue is not only whether the par-
ticipants believe the computer but also whether they believe
that everybody else believes that everybody believes . . . .
the computer. In a game-theoretic model, the agents' be-
liefs are an integral part of the model, and depending on the
model it may be more or less important to control the par-
ticipants' beliefs as best as possible and establish common
knowledge to the extent possible.

The fourth step in running experiments is to write
instructions. Here I cannot emphasize enough how impor-
tant it is to write and rewrite the instructions and rewrite
them yet again. From a rational choice perspective, that
is, in a world with no cognitive limitations, the clarity of
the description of a game is unimportant. In practice, clear
instructions tend to reduce noise in the results. Just like
newly minted PhDs tend to submit un�nished drafts to ref-
ereed journals, blissfully unaware that they are about �fty
rewrites away from anything remotely resembling a publish-
able manuscript, a �rst-time experimenter has a tendency
to think his or her instructions are clear when they are not.

Another judgment call is whether to write the instruc-
tions in abstract form ("the GGW urn pays one dollar, the
WWG urn zero dollars") or with a substantive application
in mind ("if the incumbent government is competent, you
get one dollar, if it is incompetent, zero dollars"). Experi-
mental economists tend to prefer abstraction, psychologists
concrete applications. Once again, each approach has its
upsides and downsides. Abstract formulations are less likely
to trigger stray thoughts and emotions that might inuence
people's behavior; on the other hand, participants usually
�nd it easier to develop an intuitive grasp of the game they
are playing when it is presented in the context of a concrete
application.

Experimental economists tend to implement an ab-
stract formulation with the help of urns, chips, bingo cages,
colored balls, coin tosses { the works, and they tend to go
out of their way to make the incentive structure credible. In
fact, these paraphernalia, as well as the attempts to estab-
lish credibility, may well trigger associations with the way
magicians operate and thus make participants suspicious
about deception { participants who otherwise go through
life mostly taking things at their face value and not expect-
ing to be deceived.

The punchline for an experimenter is: abstract or
concrete, you can't win either way. More generally, there are
no perfect solutions in experimental design, and the goal has
to be to �nd a good trade-o� between imperfect solutions.

Another important question is how to design the
monetary stakes. Higher monetary stakes have the potential

to translate into less noisy data (because competing non-
monetary motivations play a relatively smaller role) and im-
prove the performance of game theory (whether this is true
is, of course, an empirical question, though economists of-
ten behave as if it must be true a priori). With a limited
budget, the stakes should be designed so that at the margin
the payo� between making good and bad decisions (as mea-
sured by the theory to be tested) makes a big di�erence in
monetary payo�s. This guiding principle is generally useful
but it is not very helpful for experiments involving collective
action. Here, the participants' monetary payo�s depend on
each others' actions in possibly very complicated and subtle
ways, and the probability that one action will make a di�er-
ence for the outcome may be very small. Indeed, I would
say that the point of testing theories of collective action in
the laboratory is to �nd out how people actually behave in
situations with very low-powered incentives.

One important decision an experimenter faces is which
of the comparative statics of her theory to test. A good the-
ory generates many di�erent comparative statics. Gathering
experimental data is a very costly enterprise. For a given
budget there is always a tradeo� between varying parame-
ters across experiments so as to test as many comparative
statics as possible and repeating experiments so as to im-
prove the levels of signi�cance.

As an unexperienced experimenter, I ended up chang-
ing my experimental design over time, not to test my theo-
retical comparative statics but to get a sense of how di�erent
experimental designs a�ect the results. First, I was initially
very concerned that my monetary stakes were too small.
So I increased the stakes in two experiments (2/24/97 and
3/3/97). I ended up spending a lot of money with no ob-
vious di�erence in the results. Second, I initially attempted
to establish credibility and promote common knowledge by
randomly drawing a monitor from the group of participants
and having him or her verify that the incentive structure as it
was laid out in the instructions was in fact the true incentive
structure (2/3/97 and 2/24/97). I got the impression that
having a monitor didn't do much of anything { the partici-
pants were just as willing (or unwilling) to believe me. I also
experimented with computer-generated random numbers in-
stead of coin tosses (2/24/97). I subsequently moved to a
simpler experimental design that allowed the participants to
believe their own eyes. Third, one experiment that lasted
twenty rounds (2/24/97) taught me how important it is to
keep things constant over the course of the experiment {
participants are overwhelmed if too much changes and they
need to continuously adjust their decision rules. For the
�rst ten rounds, I kept reshu�ing the participants into new
groups so as to dampen repeated game e�ects; for the sec-
ond ten rounds, I allowed the participants to remain in the
same groups so as to encourage learning e�ects. I found out
that allowing the participants' decision rules to equilibrate,
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or to best respond to each other and eventually settle down,
was more important than avoiding repeated game e�ects
(which don't have much of a chance if the decision rules
move around too much).

One of the biggest problems I faced was how to pre-
vent informational leakage. I might think that the GGW
and WWG urns are outwardly indistinguishable, but creases
in the plastic and dirty smudges allow an attentive partici-
pant to take a perfect informational cue from the urn itself
than an imperfect cue from the color of the chips she pri-
vately observes. In one experiment, one row of participants
faced outward into a window. Cardboard boards separated
them sideways, but I had not thought of putting boards be-
tween the participants and the window, nor had I thought
of drawing the curtains. When it got dark outside in the
course of the experiment, the participants' mirror images
showed up in the window, and they ended up signaling their
private information to each other. The fact that they found
it worthwhile to do so suggests that they did understand the
point of the experiment (information pooling), but it also
meant that they were playing a di�erent game than the one
I was testing.

Again and again, one or another participants would
�gure out how to circumvent the "rules of the game," the
information structure being particularly vulnerable; I would
then work hard to redesign the experiment; in the next exper-
iment, some other participant would �nd another loophole
in the design. After many experiments, I �nally succeeded
in running experiments with no informational leakage (as
far as I know), but to this day I approach each experiment
with the expectation that it is vulnerable to "spoilers." On a
more positive note, I have come to appreciate the capacity
of human beings to break out of, or �nd loopholes in, formal
incentive structures. What motivates participants to under-
mine the rules of the game is not only the prospect of making
more money; there is the boredom of sitting in an experi-
ment, there is the glee at outfoxing a professor, . . . How
di�cult it is to control participants in an experiment tells
us something, I think, about the vulnerability of real-world
formal incentive structures to the creative machinations of
human beings.

With more experience, I now have less waste due to
bad (in hindsight) experimental design. There is no sub-
stitute for experience. Rational choice theories do not nail
down human behavior with su�cient accuracy. There are
many tradeo�s and judgment calls in experimental practice,
and there is a limit as to how much one can theorize in
advance how a speci�c experimental design will work out.

Experimental Results

Taken literally, my model of dynamic informational
cascades was "rejected" in the laboratory. I use quotation

marks because I have not yet resolved the question of what
is the appropriate null hypothesis. If the null is "everybody
abstains all the time," then the null is rejected in favor of
my model. To complicate matters, everybody abstaining all
the time is in fact one { admittedly trivial { equilibrium of
my model.

Qualitatively, the model performs quite well in the
laboratory. Most participants most of the time appear to use
simple decision rules that "make sense" in the context of the
model; that is, their individual-speci�c stakes, their private
information, and the past history of the cascade appear to
inuence their decisions to cast costly votes or abstain in
a way that is more or less consistent with the model. The
model also predicts whether a cascade is prone to a status
quo bias or an anti-status quo bias and whether errors of
type I or II are likely to occur (such errors occur when the
status quo is overturned even though a fully informed ma-
jority would have preferred to see it maintained, and vice
versa). These predictions are also ful�lled, admittedly in a
rather messy way (so much for my hope that I would be able
to run away from the messiness of the real world by going
to the laboratory).

A full description of the experimental results exceeds
the purpose and scope of this article. Let me mention one
surprising result. Overall, the participants in the three-
person groups tended to cast fewer costly votes than did
the participants in the �fteen-person groups even though
the free-rider problem is obviously more severe in the lat-
ter. The three-person groups tended to end up in one of
two situations. Some of them succeeded in coordinating on
something resembling the full-information equilibrium. Oth-
ers miscoordinated, or they su�ered under the abstentions
of a "spoiler" (now de�ned as a participant who abstains
throughout an experiment independent of her individual-
speci�c stakes and private information); either way, they
tended to get dragged down to the zero-information equi-
librium where everybody abstains all the time. The �fteen-
person groups, on the other hand, rarely experienced a round
with total abstentions. There was always the odd one or two
participants who would cast a costly vote, for no obvious rea-
son or against apparently great odds that their votes would
do much of anything; sometimes other participants would go
along, sometimes they would not, in which case one or the
other active participant would give up { but then someone
else would jump into the fray.

I do not yet fully understand why the behavioral dy-
namics of the small N and large N groups are so di�erent.
My hunch is that in the small N case people respond to each
other as individuals, using the aggregate number of votes
to �gure out each others' individual decision rules, whereas
in the large N case people take a "statistical mechanics"
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(Durlauf, 1986) approach, interpreting the aggregate num-
ber of votes as a noisy signal of the underlying distribution
of private information. This insight does not come out of
the theory { on the contrary, the theory suggests that the
free rider problem, which tends to dampen participation in
costly collective action, is more severe in large groups than
in small groups.

Rational Choice and Collective Action

We need to ask ourselves, I think, whether we should
expect the rational choice paradigm to work well for collec-
tive action given the low-powered incentives involved. The
rational choice paradigm is usually justi�ed with reference to
learning and selection e�ects. But it is typical of collective
action that people do not get detailed information about how
everyone else behaved as a function of their stakes or private
information; people typically only get very simple aggregate
statistics (how many people took part in a demonstration,
how many people voted for one candidate or another). For
large N, people typically get very weak feedback telling them
that the decision rules mapping their preferences, informa-
tion, and past history into a prescription to behave one way
or the other are counterproductive. Similarly, when the prob-
ability is very small that one individual's behavior makes a
di�erence for the collective outcome, the selection e�ects
rewarding productive strategies and punishing counterpro-
ductive strategies have little bite.

Laboratory experiments (along with casual introspec-
tion and real-world data) tell us that rational choice analysis
with its narrow focus on the instrumental motivations un-
derlying political participation may be blind to important
empirical features of collective action: people's participa-
tion decisions are shaped by ethical considerations, emo-
tional factors, and cognitive limitations. The rational choice
approach can be usefully extended to allow for ethical and
expressive motivations identi�ed by economists and political
scientists (Rabin, 1993; Schuessler, 1996) and cognitive lim-
itations identi�ed by evolutionary psychologists (Cosmides
and Tooby, 1994).

There is, of course, nothing new in "explaining" po-
litical participation with reference to altruism, social norms,
social embeddedness, selective incentives, political leader-
ship, cognitive biases, psychological bene�ts of participation
or costs of nonparticipation, and the like. The ad hocism in-
herent in such approaches is obviously unattractive. Instead,
evolutionary selection e�ects may serve to place restrictions
on the scholarly practice of invoking ad hoc assumptions
about variables in the utility function or cognitive biases.

In my current work (Lohmann, 1988), I examine whether
and how the way people reason about political participa-
tion is hardwired by evolutionary selection e�ects. In my

model, agents are heterogeneous "types": their utility func-
tions di�er with respect to some parameter, or they di�er
with regard to some cognitive bias. Because of their type,
some agents contribute more real resources to the public
good than do others. They get higher utility payo�s from
doing so, but lower payo�s as measured in real resources.
Whether a speci�c type "survives" depends on her real re-
sources. Moreover, because the distribution of types a�ects
the provision of the public good, it inuences the rate of
turnover ("deaths") in the society as a whole. This model
serves as a starting point to examine how selection e�ects
shape the distribution of agent types over time and to relate
the patterns generated by evolutionary simulations to the
patterns observed in empirical data on collective action.

More generally, laboratory experiments allow us to
identify the conditions under which people deviate from the
normative prescriptions of game theory and to �gure out
how people deal with situations where game theory makes
no prediction. Computational models have the potential
to "rationalize" such deviations in the context of a larger
rationality { evolution. The work of Van Huyck, Battalio,
and Beil (1990) and Arifovic (1996) is an excellent example
of how laboratory experiments and computational models
can complement each other in spelling out how and why
people cope with the strategic uncertainty posed by multiple
equilibria. Theirs is an example which I hope others will
follow.
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Posterior Distributions from Model

Averaging: A Clari�cation1
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In a recent AJPS article on \Speci�cation Uncer-
tainty and Model Averaging" (Bartels 1997), I described a
procedure for combining statistical results derived from alter-
native model speci�cations. The aim of \model averaging"
is to allow simultaneously for statistical uncertainty about
parameter values within any given model and for speci�ca-
tion uncertainty arising from the fact that di�erent more or
less plausible models may produce di�erent estimates of the
same underlying parameters.

In the course of addressing a critique of my arti-
cle presented by Robert Erikson, Gerald Wright, and John
McIver at the 1997 Political Methodology Conference, I
realized that my original exposition provided a misleading
characterization of the posterior distributions resulting from
model averaging. My aim in the present note is to clarify the
shape of these posterior distributions. The resulting revision
has no signi�cant impact on the thrust or conclusions of my
original article, but provides a better intuitive understanding
of how model averaging works, as well as a more precise
algorithm for hypothesis testing using the model-averaging
procedure.

In the Bayesian framework from which model aver-
aging is derived, the main product of any statistical analysis
is a posterior distribution reecting uncertain beliefs about
a parameter (or parameters) after reconciling prior beliefs
with observable data. In general, this posterior distribution
may have a quite complicated form. However, in a sim-
ple multiple regression framework with di�use prior beliefs
represented by normal distributions and normally distributed
data, the Bayesian posterior distribution is simply a normal
distribution with mean and standard deviation equal to the
parameter estimate and standard error from a classical re-
gression analysis (Leamer 1978, 77-79). In this sense, the
classical parameter estimate and its standard error provide
a good representation of the posterior beliefs of a Bayesian

1I am grateful to Robert Erikson, Gerald Wright, and

John McIver for stimulating the clari�cation reported

here, and to Ren�ee Smith for a helpful reading of an earlier

draft.
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with very weak prior beliefs about the value of the parameter
in question.

In the model-averaging procedure, the posterior dis-
tribution of each parameter is a mixture distribution reect-
ing uncertainty both within and across models. If the condi-
tional posterior distributions representing our uncertain be-
liefs about a parameter under each alternative model are
normal distributions { as they will be under the assumptions
set out in my article { then the unconditional posterior dis-
tribution resulting from model averaging will be a mixture

of normal distributions, but not itself a normal distribution.

My original presentation obscured this fact in two
ways: by using the means and standard deviations of poste-
rior distributions from model averaging to compute \t- ra-
tios," and by picturing the mixture posteriors in my �gures
as normal distributions. I explained in a footnote (Bartels
1997, 654) that I reported t-ratios for the model mixture
coe�cients \for descriptive purposes only," and that \[t]he
t-distribution will not be a good approximation for the ac-
tual posterior distribution of any coe�cient set to zero with
certainty in models which get signi�cant posterior weight,
since the posterior will be a mixture of a t-distribution and
a spike at zero" reecting the posterior weight of models in
which the corresponding parameter is omitted.

In fact, the posterior distribution of each parameter
under the assumptions in my article is a mixture of nor-
mal distributions (the Bayesian analogs to the t-distributions
arising in classical regression theory), and this mixture of nor-
mal distributions will not, in general, be a normal distribution
even when there are no spikes produced by models in which
the corresponding parameter is omitted. Whether a normal
distribution with the same mean and standard deviation will
be a \good approximation" to this mixture of normal dis-
tributions depends upon the distinctiveness of the posterior
distributions arising from the various separate models under
consideration { and upon the use to which the approxima-
tion will be put.

The distinction between a normal distribution and a
mixture of normal distributions may be clari�ed by compar-
ing my original Figure 3, which presented alternative pos-
terior distributions for the e�ects of state opinion on policy
outcomes in Erikson, Wright, and McIver's (1993) Individ-
ualistic, Moralistic, and Traditionalistic states, with the re-
vised Figure 3 presented here. In each �gure, panel (a)
shows the posterior distributions of the relevant e�ects im-
plied by Erikson, Wright, and McIver's (1993) preferred re-
gression model, panel (b) shows the posterior distributions
implied by model averaging with uniform priors attached to
six distinct regression models, and panel c shows the poste-
rior distributions implied by model averaging with strongly
\search-resistant" priors attached to the six regression mod-
els. The means and standard deviations of the distributions

are identical in every case, but panels (b) and (c) of the
revised �gure show the correct mixture distributions rather
than the normal approximations to those mixture distribu-
tions presented in the original �gure.

The mixture distributions in panels (b) and (c) of
the revised Figure 3 display distinct modes reecting the
di�erent parameter estimates from the alternative regression
models reported by Erikson, Wright, and McIver (1993). In
the posterior distributions for the Individualistic states, one
of these modes implies a noticeably stronger e�ect of public
opinion on state policy than in Moralistic or Traditionalistic
states. This mode represents the posterior weight attached
to the two models (including Erikson, Wright, and McIver's
Model 6 from panel (a)) in which policy outcomes appear to
be especially responsive to public opinion in Individualistic
states. Together, these two models receive about 14 percent
of the posterior weight in both mixture posteriors.

The multimodal posterior distributions illustrated in
the revised Figure 3 provide a somewhat clearer sense of
how the model-averaging procedure reconciles the results
from alternative model speci�cations. In essence, the pos-
terior distribution produced by model averaging is simply a
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combination of the posterior distributions for the same pa-
rameter from the various separate models, each weighted by
the posterior probability associated with that model. If only
one model receives any weight (as in panel (a) of Figure
3), the resulting posterior essentially replicates the classical
result. However, when more than one model receives appre-
ciable posterior weight { and when the parameter estimates
implied by those models are signi�cantly di�erent { the re-
sulting posterior may not be well approximated by a normal
distribution with the same mean and standard deviation.

In this particular example, the di�erence is of little
substantive import: both the original and revised posterior
distributions portray \a virtual overlap of the three distinct
distributions" of estimated e�ects for Individualistic, Moral-
istic, and Traditionalistic states (Bartels 1997, 665) once
model uncertainty is taken into account, rather than the
sharp distinction suggested by Erikson, Wright, and McIver's
most preferred model (represented in panel (a)).

It is worth noting, however, that, even in this case,
speci�c inferences may be sensitive to the precise shape of
the posterior distribution. For example, Erikson, Wright,

and McIver (1997) have noted that classical tests of the
null hypothesis that a given parameter is equal to zero may
be misleading if based simply on the \t-statistic" computed
by dividing the posterior mixture coe�cient by its standard
deviation in the usual way, since the actual posterior dis-
tribution is not a t-distribution. More generally, formal hy-
pothesis tests should be based upon mixture posteriors like
the one in the revised Figure 3 presented here, rather than
upon normal approximations like the one in my original Fig-
ure 3. The correct calculation of a tail probability for the
mixture posterior requires computing the corresponding tail
probabilities in each of the separate distributions for the var-
ious alternative models and then adding up these separate
tail probabilities, each weighted by the posterior probability
associated with the corresponding model.

Of course, for many purposes reporting the mean and
standard deviation of a mixture posterior will be su�cient to
convey the implications of a model-averaging analysis. Nev-
ertheless, analysts and readers alike should be aware that
the actual posterior distribution that these statistics sum-
marize has a somewhat di�erent form than in corresponding
analyses based upon a single statistical model.
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models, and one on ecological inference. These courses were
very successful, and three courses are being sponsored at the
1998 APSA meeting in Boston. The courses will take place
on Wednesday, September 2 - the day before the meeting
begins. The course on Bayesian Analysis takes place in the
afternoon, from 1pm - 4pm. The Event History Course takes
place in the morning from 9:30 - 12:30; and the Time-Series-
Cross-Section Data course takes place in the afternoon from
1pm - 4pm. Thus it is possible to combine both of the latter
two courses. Registration for each course is $10. The 1997
courses were attended by people ranging from graduate stu-
dents to full professors. If you have questions about what
the courses will cover, feel free to contact the instructors -
each of who's email address is given below.

Course 1: Bayesian Analysis

{ Simon Jackman

Over the last ten years, the statistics literature has
been abuzz with the development of Bayesian simulation
methods for estimation and inference. These methods |
Markov chain Monte Carlo (MCMC) methods | hold great
potential for social scientists, which is only now starting to
be tapped. The short course will provide an introduction to
MCMC methods, starting with the EM algorithm, �rst de-
veloped for imputing value on missing data. Gibbs sampling
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| the dominant MCMC technique | is based on a general-
ization of the EM algorithm. As the title of the short course
suggests, these methods have a Bayesian heritage, though
can be usefully applied by researchers without a strong com-
mitment to Bayesian inference.

Participants will be shown how MCMC methods ad-
vance our understanding of a wide range of empirical issues
in American politics, comparative politics and international
relations. These include: the determinants of presidential
approval and macropartisanship, models from comparative
political economy (e.g., welfare state expenditures, union
density), the analysis of aggregate data and ecological in-
ference, heterogeneity and ambivilence underlying American
public opinion, the determinants of international conict,
models of vote choice (multinomial probit). Course partici-
pants will be introduced to the BUGS program (Bayesian
inference Using Gibbs Sampling), and supplied with data and
code for the examples listed above.

Contact: Simon Jackman, jackman@stanford.edu.

Course 2: Event History Models in Amer-
ican Politics, Comparative Analysis, and
International Relations

{ Janet Box-Ste�ensmeier
{ Brad Jones

Events-oriented data are prevalant in political analy-
sis. Whether one is examining the onset of military conict,
the termination of a political coalition, or the ending of a
legislative career, the issue of timing of an event{that is,
when some event occurs{is implicitly important. And while
events-oriented data are common in American politics, com-
parative analysis, and international relations, methods for
analyzing events history are less well understood. In this
short course, we will provide an intermediate introduction
to event history methods. Topics considered in this short
course will include the following:

� Why standard regression models are inadequate in the
face of event history data.

� Nonparametric and parametric estimation of event his-
tory models (including a look at the Cox proportional
hazard model and the Weibull distribution).

� Inclusion of time-varying covariates (TVCs) and in-
terpretation of TVCs in the context of event history
data.

� Special problems that arise with event history data
(including a consideration of duration dependency, si-
multaneity of TVCs, and heterogeneity).

For this short course, we assume no prior knowledge
of event history methods; however, we will assume a basic
understanding of the class linear regression model as well as
a "conceptual" understanding of maximum likelihood esti-
mation.

Contact: Brad Jones, bsjones@u.arizona.edu.

Course 3: Taking Time and Space Seri-
ously (Particularly in Comparative Poli-
tics and International Relations): A Short
Course on Time-Series{Cross-Section Data

{ Neal Beck

An introduction to time-series{cross-sectional (tscs)
data with particular stress on applications to data in com-
parative politics and international relations. Topics to be
covered include:

� The advantages of tscs data
� The setup of tscs data
� Estimating tscs data (OLS, GLS, PCSE's)
� The dynamics of tscs data
� TSCS data with a binary dependent variable

The course is accesible to anyone who has had a
course in regression or is familiar with OLS.

This course may be taken in conjunction with \Event
History Models in American Politics, Comparative Analysis,
and International Relations."

Contact: Neal Beck, nbeck@weber.ucsd.edu.
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